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Impact of Assessment

In health professions education, the 
competence of junior physicians and the 
associated entrustment decisions leading 
to unsupervised practice can be measured 
by combining information from multiple 
sources.1–3 This is often conducted in the 
context of combining trainee performance 
from related, but unique assessments.4,5 
For example, performance on multiple-
choice tests and standardized patient (SP) 
encounters can be combined to form 
composite scores that reflect competencies 
in clinical knowledge and patient care 

skills from both assessments.6,7 Prior 
studies on composite scores have 
addressed issues related to identifying 
weights of each assessment, by balancing 
their clinical or curricular relevance 
with their measurement characteristics 
such as reliability and interassessment 
correlation. Moreover, studies have also 
made progress in discussing the reliability 
and validity of composite scores, 
identifying factors that contribute to their 
validity evidence.1,4 However, an area 
that still requires much needed attention, 
particularly in the context of competency-
based medical education (CBME), is 
the discussion between compensatory 
and noncompensatory scoring of 
multicomponent assessments. This issue 
focuses on whether trainees should pass 
all subcomponents to pass the entire 
assessment (i.e., noncompensatory), 
or whether performance on one 
subcomponent can compensate for 
performance on other sections of the 
assessment (compensatory).

The issue of compensatory and 
noncompensatory scoring requires 
discussion of the assessment challenges 
embedded in making composite 
decisions.8,9 For example, if board 
certification examinations consist 
of multicomponent measures—(1) 
medical knowledge (MK), (2) patient 
history taking and physical examination 
(H&P), and (3) communication 
and interpersonal skills (CIS)—test 
developers and professional societies need 
to decide whether examinees must pass 
all individual subcomponents separately 
to pass the entire test (e.g., pass all three 
subcomponents), or whether parts of 
the examination can be combined to 
compensate for performance on other 
components (e.g., specifying H&P and 
CIS as compensatory). Engaging in a 
deeper discussion around compensatory 
and noncompensatory consequences of 
assessment scores and examinee pass–fail 
results addresses a fundamental aspect of 
consequential validity.10,11

Abstract

Purpose
Competence decisions in health 
professions education require combining 
scores from multiple sources and 
identifying pass–fail decisions based 
on noncompensatory (required to pass 
all subcomponents) and compensatory 
scoring decisions. This study investigates 
consequences of combining scores, 
reliability, and implications for validity 
using a national examination with 
subcomponent assessments.

Method
National data were used from three 
years (2015, 2016, and 2017) of 
the Japan Primary Care Association 
Board Certification Examination, with 
four subcomponent assessments: 
Clinical Skills Assessment–Integrated 

Clinical Encounter (CSA-ICE), CSA–
Communication and Interpersonal Skills 
(CSA-CIS), Multiple-Choice Questions 
(MCQ), and Portfolio. Generalizability 
theory was used to estimate variance 
components and reliability. Kane’s 
composite reliability and kappa decision 
consistency were used to examine the 
impact of using compensatory and 
noncompensatory scoring.

Results
Mean performance (n = 251) on 
the CSA-ICE, CSA-CIS, MCQ, and 
Portfolio subcomponent assessments 
were, respectively, 61% (SD = 11%), 
67% (SD = 13%), 74% (SD = 8%), 
and 65% (SD = 9%); component-
specific Φ-coefficient reliability ranged 
between, respectively, 0.57 and 0.67; 

0.50 and 0.60; 0.65 and 0.76; and 
0.87 and 0.89. Using a completely 
noncompensatory scoring approach on all 
four subcomponents, decision-consistency 
reliability was 0.33. Fully compensatory 
scoring yielded reliability of 0.86.

Conclusions
Assessing a range of abilities in 
making entrustment decisions requires 
considering the balance of assessment 
tools measuring distinct but related 
competencies. These results indicate 
that noncompensatory pass–fail 
decision making, which seems more 
congruent with competency-based 
education, may lead to much lower 
reliability than compensatory decision 
making when several assessment 
subcomponents are used.
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Composite and noncompensatory 
subcomponent scores are prevalent 
in local medical school and residency 
assessments and also in high-stakes 
licensing examinations and board 
certification examinations. For example, 
the United States Medical Licensing 
Examination Step 2 Clinical Skills (CS) 
examination requires examinees to pass 
the Integrated Clinical Encounter (ICE), 
Communication and Interpersonal 
Skills (CIS), and Spoken English 
Proficiency subcomponents separately, 
in a noncompensatory manner, to pass 
the entire Step 2 CS examination.12 The 
ICE subcomponent uses a compensatory 
scoring approach, combining scores from 
the physical examination skills based 
on the SP encounter and the diagnostic 
justification skills based on the examinee’s 
patient note assessment.4 As such, the 
Step 2 CS examination includes both 
compensatory and noncompensatory 
components in determining the overall 
examinee performance. Likewise, board 
certification examinations administered 
by medical specialty boards in the 
United States are also based on the 
principle of noncompensatory scoring. 
The American Board of Surgery Initial 
Board Certification examination 
requires examinees to pass both the MK 
component (qualifying examination), 
measured using multiple-choice 
questions; and an oral examination 
component (certification examination), 
in a noncompensatory manner, to achieve 
board certification.13

There are several reasons that support 
noncompensatory scoring, including 
considerations for patient safety, 
proficiency in distinct competencies 
(e.g., Accreditation Council for Graduate 
Medical Education or CanMEDS), 
and curricular relevance, among 
others.14–16 However, noncompensatory 
scoring also has direct implications 
on composite score reliability and 
diminishing psychometric properties of 
the assessment, for every incrementally 
added noncompensatory assessment 
measure.17–20 As such, a comprehensive 
analysis of these considerations can 
benefit how test scores are used and 
interpreted.

In this study, we use national data from 
three consecutive years to examine 
internal structure and consequential 
validity evidence of composite scores 
and composite decisions related to 

compensatory and noncompensatory 
scoring. We use the Board Certification 
Examination for family medicine 
specialists in Japan to contribute to this 
empirical discussion. Implications for 
weighting of assessment components and 
pass–fail consequences are discussed.

Method

Study context and participants: Japan

In Japan, each clinical academic society 
or association has been independently 
managing board certification for different 
physician specialties. For primary care 
specialties, including family medicine, the 
Japan Primary Care Association (JPCA) 
manages the certification examination. 
The JPCA was established in 2010 by 
the merger of three academic societies: 
Japanese Academy of Family Medicine, 
Japanese Society of General Medicine, 
and Japanese Medical Society of Primary 
Care. The JPCA is the administering 
body responsible for developing, scoring, 
and pass–fail decision making for family 
medicine specialists in Japan, who must 
complete both two-year postgraduate 
clinical training and three-year family 
medicine training, similar to the system 
in the United Kingdom.

Data for this study come from three 
consecutive JPCA examinations, 
administered nationally to all family 
medicine specialists in Japan. From 2015 
to 2017, 67, 79 and 105 examinees took 
the examination, respectively. The results 
of this study are essential to improving 
the quality of examinations, as Japan is 
also transforming the board certification 
system by centralizing them into the 
Japanese Medical Specialty Board in 
subsequent years to promote increased 
public accountability, with 19 specialist 
program certifications in fundamental 
areas to be managed through a central 
board certification system.

Assessment components

The JPCA examination consists of 
four subcomponents: (1) Clinical 
Skills Assessment–Integrated Clinical 
Encounter (CSA-ICE), which 
comprehensively measures history-
taking and physical examination 
skills, clinical reasoning, interpersonal 
and communication skills, and 
professionalism of candidates scored by 
two independent physician examiners, 
as candidates rotate through six 

different SP encounters; (2) Clinical 
Skills Assessment–Communication 
and Interpersonal Skills (CSA-CIS), 
which measures patient-centered 
interpersonal and communication skills 
using ratings from SPs; (3) Multiple-
Choice Question (MCQ) test measuring 
clinical knowledge; and (4) Portfolio 
assessment, which measures integrative 
clinical understanding of patient care, 
system-based practice, and practice-
based learning and improvement. JPCA 
discloses the use of noncompensatory 
pass–fail decision making.

The CSA-ICE and CSA-CIS are measured 
as parts of a six-station CSA. Portfolio 
consists of reports for 18 different 
areas. Its scoring rubric for each area is 
disclosed prior to test administration to 
all examination candidates. All candidates 
are required to select one case with their 
best performances for each area. Two 
independent physician raters assess 
reports in each item. For the MCQ, each 
test administration year used slightly 
different test development procedures, 
and as such, the numbers of MCQ items 
increased (2015: 41 items; 2016: 94 items; 
2017: 103 items) because part of the 
format was a previously modified essay 
question. Psychometric analyses of each 
assessment component are routinely 
conducted, including item analysis and 
reliability estimation to evaluate their 
measurement characteristics.

Analysis

Data were compiled across the three 
testing years (2015, 2016, and 2017) 
and analyzed using the following steps. 
First, we independently examined the 
descriptive statistics (item and total 
score distribution) and reliability of 
the four components: (1) CSA-ICE, (2) 
CSA-CIS, (3) MCQ, and (4) Portfolio. 
Subsequently, we applied component-
specific weights and reliability using the 
Kane approach to calculate composite 
scores and their reliability estimates.4,10 
Traditional approaches for estimating 
reliability or composite scores may ignore 
the reliability of each assessment and 
their corresponding pairwise associations. 
For example, if an assessment system 
includes components of high and low 
reliability that are moderately correlated, 
simply taking their average may not take 
into account the nuanced measurement 
characteristics of each assessment. As 
such, under the Kane approach, the 
reliability of composite scores can be 
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expressed as a combination of reliability 
coefficients of component and correlation 
coefficients, thereby generating more 
psychometrically sound composite scores 
and reliability estimates. Finally, we used 
component-specific passing standards 
specified by the JPCA committee to derive 
pass–fail rates by treating each component 
as noncompensatory and also using a 
compensatory approach. The final step 
was conducted to simulate consequences 
of reliability and pass–fail results when 
varying scoring approaches were used.

Generalizability study (G study) was used 
to estimate variance components and to 
estimate reliability for each test component 
by testing year.21,22 CSA-ICE used a three-
facet design, with person (p: examinees) 
crossed by raters (r) and items (i) nested 
in station (s), p × [(r × i): s]. For the CSA-
CIS and MCQ, a one-facet G study design 
was used, p × s and p × i, respectively. 
Variance components for Portfolio were 
estimated using a two-facet G study design, 
p × (r: i). Variance components were 
estimated using urGENOVA. Reliability 
indices for component scores were based 
on the Φ-coefficient, as all examinations 
were conducted as criterion-referenced 
assessments.

Next, pass–fail rates and reliability were 
calculated by both noncompensatory and 
compensatory scores for three consecutive 
years. This calculation was based on 
the actual results but only a simulation 
because JPCA does not disclose detailed 
information regarding its cut scores and 
standard-setting procedures.

To examine the consequences of 
decision-consistency reliability based on 

compensatory and noncompensatory 
scoring, we derived reliability estimates 
for three scenarios:

1. Four noncompensatory 
subcomponents: assuming 
noncompensatory scoring for all four 
test subcomponents (CSA-ICE, CSA-
CIS, MCQ, and Portfolio);

2. Three noncompensatory 
subcomponents: assuming 
noncompensatory scoring for three 
test subcomponents, combining 
the CSA-ICE and CSA-CIS 
subcomponents (CSA, MCQ, and 
Portfolio); and

3. Fully compensatory: using a fully 
compensatory scoring approach 
combining scores from all four 
subcomponents.

The weights for CSA-ICE, CSA-CIS, 
MCQ, and Portfolio were initially set as 
20%, 15%, 30%, and 35%, respectively, 
following faculty consensus. Then, the 
weight for CSA-ICE was altered under 
the proportional weights of three other 
assessment subcomponents (CSA-CIS, 
MCQ, and Portfolio). These scoring 
decisions were based on discussion 
with the JPCA committee on possible 
score combinations. Noncompensatory 
score reliability was estimated using 
decision consistency and k-way kappa 
statistics.23–25 Compensatory composite 
score reliability was estimated using the 
Kane method.10

Data compilation and analyses were 
conducted using Stata 14 (Stata Corp, 
College Station, Texas). This study was 
approved by the institutional review board 
at the University of Illinois at Chicago.

Results

Descriptive statistics

A total of 251 examinees took the JPCA, 
across the four examination components: 
CSA-ICE, CSA-CIS, MCQ, and Portfolio 
(2015: n = 67; 2016: n = 79; 2017: 
n = 105). The number of OCSE stations 
in the CSA was fixed to 6 stations; the 
Portfolio was also fixed to 18 items. The 
number of MCQ items increased between 
testing years to reflect changes in the 
examination format. Table 1 shows the 
numbers of items for each test component, 
numbers of examinees of each year, and 
the total test score distribution. Overall, 
the mean scores for CSA-ICE, CSA-
CIS, MCQ, and Portfolio components 
across years were 61% (SD = 11%), 67% 
(SD = 13%), 74% (SD = 8%), and 65% 
(SD = 9%), respectively.

Variance components, interassessment 
correlation, and reliability

Variance components.  Table 2 shows 
variance components and percent 
variance component for each assessment 
facet. For the CSA-ICE, person variance 
ranged between 5% and 12%, with 
the largest variance component due to 
person-station of 15% to 20%, indicating 
case specificity. For the CSA-CIS, person 
variance ranged between 13% and 20%. 
For the MCQ, person variance ranged 
between 2% and 3%, with majority 
of variance due to items, 21% to 28%. 
Finally, for the Portfolio component, the 
person variance ranged between 17% and 
20%; person–item interaction accounted 
for 20% to 22% of total variance, also 
indicating item specificity.

Interassessment correlation and 
reliability.  Correlations between the 

Table 1
Distribution of Component Scores by Year: Descriptive Statistics

Year
No. of 

examinees

CSA-ICEa CSA-CISb MCQc Portfoliod

No. of 
stations Mean (SD)

No. of 
stations Mean (SD)

No. of  
items Mean (SD)

No. of  
items Mean (SD)

2015  67 6 64.1 (12.6) 6 64.3 (14.9)  41 81.0 (7.2) 18 71.8 (7.5)
2016  79 6 55.9 (11.1) 6 67.6 (12.4)  94 71.9 (7.6) 18 60.4 (10.3)

2017 105 6 62.5 (8.6) 6 69.0 (11.8) 103 67.9 (8.3) 18 63.9 (9.3)

Overalle 251 — 60.8 (10.7) — 67.3 (13.0) — 73.6 (7.7) — 65.4 (9.0)

 aCSA-ICE measures integrative skills of history taking, physical examination, clinical reasoning, interpersonal and communication, and professionalism of candidates as they 
rotate through different standardized patient encounters. This is measured by two independent physician examiners.

 bCSA-CIS measures interpersonal and communication skills using ratings from standardized patients.
 cMCQ is an assessment of clinical knowledge using multiple-choice questions.
 dPortfolio assessment measures integrative clinical understanding including patient care, system-based practice, and practice-based learning and improvement.
 eOverall takes the descriptive statistics from accumulated data across the years.
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CSA-ICE and CSA-CIS were 0.62. 
Correlations between CSA-ICE and 
other assessments ranged between 0.23 
and 0.39. For CSA-CIS, interassessment 
correlations with other assessments were 
lower, at 0.10. Correlations between MCQ 
and Portfolio were 0.33. The overall 
Φ-coefficients for CSA-ICE, CSA-CIS, 
MCQ, and Portfolio ranged between, 
respectively, 0.57 and 0.68, 0.50 and 0.60, 
0.65 and 0.76, and 0.87 and 0.89.

Compensatory versus noncompensatory 
scoring

Impact of composite scores. Figure 1 shows 
the plot of composite scores using the 
Kane method, using a fully compensatory 
approach combining scores across all four 
components. Weights used to combine the 
scores were, respectively, 20% 15%, 30%, 
and 35% for CSA-ICE, CSA-CIS, MCQ, 
and Portfolio. These weights were selected 

by JPCA members to reflect content and 
clinical relevance based on their testing 
blueprint. The x-axis shows the weighted 
mean, simply taking the sum of scores 
using the weights (= [20% × CSA-ICE] 
+ [15% × CSA-CIS] + [30% × MCQ] + 
[35% × Portfolio]). The Kane composite 
scores on the y-axis were based on the Kane 
method, which uses the weighted mean but 
also takes into consideration the individual 
assessment reliability, interassessment 
correlation, and weights. The scatter plot 
based on the composite scores is not a linear 
line, indicating that there are variations in 
the score range. For example, for a weighted 
mean score of 60%, there are seven different 
Kane composite scores (range 23–33). As 
such, depending on where individual pass–
fail scores were assigned using a weighted 
mean approach, the composite score mean 
could yield a different score, leading to 
varying pass–fail decisions.

Figure 2 shows the relationship between 
varying weights of CSA-ICE and its 
impact on overall composite score 
reliability. The figure shows a parabolic 
relationship, with reliability maximized 
when CSA-ICE is weighted at 15%.

Using a completely compensatory scoring 
approach (combining scores across the 
four subcomponents) yields a composite 
score reliability of 0.86. This is based 
on individual reliability estimates of 
0.64, 0.54, 0.69, and 0.88 for the CSA-
ICE, CSA-CIS, MCQ, and Portfolio, 
respectively. Table 3 shows the results.

Noncompensatory scores: Assuming 
four subcomponents.  Table 3 shows the 
decision-consistency kappa reliability 
for different noncompensatory scoring 
scenarios. When noncompensatory 
scoring was used for the four 

Table 2
Generalizability Theory: Variance Components by Assessment

Examination Effect

2015 2016 2017

df VC % VC df VC % VC df VC % VC

CSA-ICE

person (p) 66 1.069 11.9% 78 0.075 8.5% 104 0.039 4.6%
station (s) 5 0.096 1.1% 5 0.043 4.9% 5 0.097 11.3%

item: station (i: s) 18 0.000 0.0% 33 0.011 1.2% 26 0.000 0.0%

rater (r) 1 0.201 2.2% 1 0.000 0.0% 1 0.000 0.0%

p × s 330 1.597 17.8% 390 0.175 19.9% 520 0.125 14.6%

p × i: s 1,188 1.881 21.0% 2,574 0.059 6.7% 2,704 0.000 0.0%

p × r 66 0.138 1.5% 78 0.000 0.0% 104 0.001 0.1%

s × r 5 0.027 0.3% 5 0.000 0.0% 5 0.000 0.0%

i × r: s 18 0.283 3.2% 33 0.092 10.5% 26 0.099 11.6%

p × s × r 330 0.382 4.3% 390 0.000 0.0% 520 0.000 0.0%

p × i × r: s, error 1,188 3.302 36.8% 2,574 0.425 48.3% 2,704 0.497 57.9%

Φ-coefficient reliability 0.68 0.67 0.57

CSA-CIS

person (p) 66 1.098 13.7% 78 0.884 12.7% 104 0.135 19.9%

station (s) 5 0.185 2.3% 5 0.938 13.5% 5 0.015 2.2%

p × s, error 330 6.728 84.0% 390 5.154 73.9% 520 0.530 78.0%

Φ-coefficient reliability 0.50 0.51 0.60

MCQ

person (p) 66 0.003 3.3% 78 0.003 1.5% 104 0.005 2.4%

item (i) 40 0.024 22.9% 93 0.051 28.0% 102 0.046 21.0%

p × i, error 2,640 0.077 73.8% 7,254 0.129 70.5% 10,608 0.167 76.6%

Φ-coefficient reliability 0.65 0.65 0.67 0.76

Portfolio

person (p) 66 48.486 17.5% 78 3.038 19.9% 104 2.442 16.9%

item (i) 17 24.794 9.0% 17 0.950 6.2% 17 0.483 3.3%

rater: item (r: i) 18 6.735 2.4% 18 0.966 6.3% 18 0.989 6.8%

p × i 1,122 60.259 21.8% 1,326 3.249 21.2% 1,768 2.884 19.9%

p × r: i, error 1,188 136.051 49.2% 1,404 7.095 46.4% 1,872 7.676 53.0%

Φ-coefficient reliability 0.87 0.89 0.87

Abbreviations: CSA-CIS indicates Clinical Skills Assessment–Communication and Interpersonal Skills; CSA-ICE, 
Clinical Skills Assessment–Integrated Clinical Encounter; MCQ, Multiple-Choice Questions; VC, variance component.
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subcomponent assessments (i.e., 
examinees must pass CSA-ICE, CSA-CIS, 
MCQ, and Portfolio separately to pass 
the entire examination), the decision-
consistency reliability was 0.33. This is in 
contrast to a composite score reliability 
of 0.86 when all subcomponents were 
assumed to be compensatory.

Noncompensatory scores: Assuming three 
subcomponents.  In our next simulation, 
we combined the CSA assessments (CIS-
ICE and CIS-CIS). Then, using the three 
subcomponent scores (CSA, MCQ, and 
Portfolio), we calculated the decision-
consistency reliability, which increased 

from 0.33 (four noncompensatory 
subcomponents) to 0.50.

When the three subcomponent scores 
were combined to form a compensatory 
composite measure, the composite score 
reliability only had a minor change from 
0.86 (compensatory composite score 
created from four subcomponents) to 
0.87 (compensatory composite score 
created from three subcomponents).

Discussion

This study contributes to the broad 
discussion on composite scores and 

consequences of using compensatory 
and noncompensatory pass–fail 
decision making. Our study reports 
that using noncompensatory scoring 
has direct consequences on composite 
reliability and decision consistency, 
which may be mitigated by combining 
the compensatory approach within 
the noncompensatory components 
of the assessment. Prior discussions 
in the literature have focused on 
using weights to combine scores, 
without a deeper discussion on how 
compensatory or noncompensatory 
scoring could affect the reliability and 
overall validity of the assessment.1,4 In 
the CBME framework, where learners 
are required to master and excel in 
unique but distinct competencies, our 
findings can form a useful basis for 
further discussion.26

Our findings can be largely divided into 
two parts. First, we provide important 
implications on compensatory scoring, 
based on a composite score approach. 
Competencies and entrustment decisions 
in medical education require combining 
information from various sources, 
including knowledge assessments, 
workplace-based assessments, and skill 
assessments such as SP encounters. 
Findings from this study provide insights 
on how weights can be specified. For 
example, our results in Figure 2 show a 
parabolic relationship between weights 
and composite score reliability when 
scores are combined. Such information 
could be shared with assessment 
committees or with clinical competence 
committees (CCCs) in identifying 
optimal weights that can maximize 
reliability, validity, and the overall 
curriculum focus of the educational 
program. Such information can also 
be used to identify deficiencies in the 
program with respect to developing 
additional assessment tools that can 
advance decisions for promotion.

Our study also provides some empirical 
guidance on how noncompensatory 
scoring can impact the psychometric 
consequences of the assessment. 
Prior studies by Hambleton27 have 
shown that increasing the number of 
noncompensatory measures can reduce 
the overall reliability. A well-known 
example used in the measurement 
literature is an assessment with five 
subcomponent assessments scored 
in a noncompensatory manner. 
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Even if each subcomponent has a 
reliability of 0.90, the overall decision-
consistency reliability can drop to 0.59 
(= 0.90 × 0.90 × 0.90 × 0.90 × 0.90). 
This example, of course, does not take 
into account the interdependence 
between the assessments (assuming that 
each assessment is fully independent). 
However, it conveys the straightforward 
message that noncompensatory scoring 
has its benefits, but also its costs on 
significantly reducing the overall 
decision-consistency reliability. In other 
words, even if a well-prepared learner 
were to take the examination, the overall 
reliability would be 0.59, adding to 
uncertainty of whether the learner failed 
the examination because of his or her 
ability, or based on the noncompensatory 
nature of the test.

In our study, we simulated data to 
show that an assessment with four 
subcomponent individual reliability 
estimates ranging between 0.54 and 
0.88 would yield a decision-consistency 
reliability of 0.33—this is much lower 
than a fully compensatory approach 
composite score reliability of 0.86. We 
also show that by simply combining two 
of the subcomponents, the reliability 
could increase from 0.33 to 0.50. These 
empirical results could shed light into 
how programs and testing organizations 
may develop test-scoring procedures 
and identify pass–fail decisions. In this 
process, we are not explicitly stating 
that noncompensatory scoring should 

be avoided. Noncompensatory scoring 
does have its benefits to ensure that 
learners are fully competent in specific 
content areas, which can be important 
for ensuring patient safety concerns. 
However, our findings do underscore 
the need to consider both psychometric 
consequences, in addition to patient 
safety factors that can lead to making 
the compensatory or noncompensatory 
scoring decisions.

For a high-stakes test like a specialist 
examination, valid pass–fail decision 
making demands a certain level of 
reliability.27 The JPCA examination used 
in our study showed that no reliability 
of each component score exceeded 0.90, 
and only Portfolio was acceptable for 
summative purpose with a reliability 
score between 0.85 and 0.9. Reliability 
of noncompensatory scores (equal to 
current conjunctive standard) for CSA 
and MCQ was below 0.70, a level not 
allowed for pass/fail decision making. 
However, it is acceptable if we use a 
compensatory standard. Changing from 
noncompensatory to compensatory 
pass–fail decisions should be considered, 
yet whether JPCA’s leaders accept the 
change or not is another issue because 
such a change in the rule could influence 
the mind-set of future candidates.

This study is based on a single board 
certification examination, with specialty-
specific assessment content and learner 
sample. However, our data come from a 

national testing population and include 
data across three consecutive years, which 
should increase the generalizability of 
our findings. Moreover, our data and 
simulations are based on expert-defined 
weights, which may differ depending on 
the assessment context. Yet, we hope that 
findings from this study could shed light 
on the overall significance and add to 
the discussion on deeper understanding 
of compensatory and noncompensatory 
pass–fail decision making.

Assessments in the CBME era should 
consider balancing assessment 
tools measuring distinct but related 
competencies. We conclude that 
educators should investigate the 
impact of noncompensatory scoring 
by examining its measurement 
characteristics, in addition to curricular, 
clinical, and patient safety considerations.
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